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Abstract

The problem of face recognition by computers has been the subject of over 40 years of

research in computer vision, and a plethora of increasingly sophisticated techniques have

been proposed throughout the years, with varying degrees of success. However, a definitive

solution for uncontrolled, high-performance and/or high-precision environments has been

elusive, mainly because most of these methods work on 2D images, which are mere pro-

jections of the the three-dimensional human face, thus being heavily variable in shape and

appearance depending on pose, illumination and expressions of the face. More recently, 3D

approaches have emerged, but despite good results, they present technical hurdles that 2D

methods can avoid.

This thesis aims to evaluate the hypothesis that rigid facial shape contributes significantly

to the recognition problem. While many 2D approaches use shape-free patches for compa-

rison, no approach has attempted partial shape normalization, canceling facial expression-

based deformations, but preserving intrinsic proportions of the facial shape. We propose

a hybrid 2D+3D recognition method on which we attempt to achieve this selective shape

normalization by fitting the Candide 3D morphable face model into a 2D mesh generated th-

rough Active Shape Models, thus obtaining explicit estimates for pose, facial shape and facial

expression. Our results show that normalizing pose and expression, with shape unmodified,

increases performance in distinguishing faces.

Keywords: face recognition, pose estimation, parametric models, photogrammetry, anthro-

pometry.
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Resumo

O problema do reconhecimento facial por computadores tem-se mantido um dos grandes

focos de investigação em visão por computador há mais de quatro décadas, e uma mi-

ríade de técnicas cada vez mais sofisticadas, propostas ao longo dos anos, tem resultado

em vários níveis de sucesso. No entanto, uma solução definitiva para ambientes não con-

trolados, de alto desempenho e/ou alta precisão tem-se revelada evasiva, principalmente

porque a maioria destes métodos trabalha em imagens 2D, que na prática não passam de

meras projeções da face humana como objecto tridimensional, tendo portanto uma aparên-

cia extremamente variável, dependendo da pose, da iluminação e das expressões faciais.

Muita da investigação recente começou a optar por abordagens 3D, mas apesar de bons

resultados, estas apresentam dificuldades técnicas que os métodos 2D podem evitar.

Esta tese tem como objetivo avaliar a hipótese de que as estruturas rígidas da face con-

tribuem de forma significativa para o problema do reconhecimento facial. Embora muitas

abordagens 2D usem extractos das imagens com formas normalizadas para comparação,

nenhuma até agora tentou obter uma normalização parcial, cancelando deformações faciais

baseadas em expressões, mas preservando as proporções intrínsecas da estrutura facial.

Propõe-se um método de reconhecimento híbrido 2D+3D, no qual se tenta atingir este efeito

de normalização selectiva através do ajuste do modelo Candide, um modelo tridimensional

da face humana, a uma malha de pontos 2D gerada por meio de modelos maleáveis (Ac-

tive Shape Models), obtendo assim estimativas explícitas para a pose, a forma da face e

as expressões faciais. Os resultados indicam que a normalização de pose e expressões,

mantendo a forma inalterada, aumenta o desempenho do reconhecimento facial.

Palavras-chave: reconhecimento facial, estimação de pose, modelos paramétricos, foto-

grametria, antropometria.
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Chapter 1

Introduction

Face recognition has been recently receiving more and more attention in research and in-

dustry. This is evident from the increasing number of face recognition conferences such as

the International Conference on Audio- and Video-Based Authentication (AVBPA) since 1997

and the International Conference on Automatic Face and Gesture Recognition (AFGR) since

1995. Also reflecting the increase in research production on the subject is the proliferation of

systematic empirical evaluations of face recognition techniques, including the FERET tests,

FRVT 2000 [Blackburn et al., 2001], FRVT 2002 [Phillips et al., 2003], the Face Recognition

Grand Challenge [Phillips et al., 2005] and the XM2VTS [Messer et al., 1999] protocol.

It is clear that robust face detection and recognition in real-time video would provide great

value to many industry needs. However, even though there have been many advances in the

last few years, the aforementioned events, exhibitions and evaluations show that there is still

a long way to go until we achieve accuracy rates that approach the human visual system.

Facial recognition technology is still not robust enough for the more demanding applications,

such as automated security platforms, as these have an extremely low tolerance for errors

due to their high cost in potential material or even human losses. Thus, there are many

research projects currently active, aiming to improve the reliability and robustness of these

systems. The next paragraphs will detail specific uses of facial detection and recognition.
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Figure 1.1: A screenshot of Google Street View,
showing people whose faces have been automatically
detected and blurred, to protect their privacy. c©2009
Google.

Face detection consists in automatically lo-

cating generic human faces in still images

or video streams. This ability can be (and

has been) used in many contexts. Applica-

tions that can already be found in the con-

sumer market include webcams that auto-

matically focus on the user and smart digi-

tal cameras that detect smiles for automatic

shooting. Companies have been using face

detection for longer; for example, to remove/

blur faces in public image databases, for

privacy reasons (a well-known example is

Google’s StreetView, see Figure 1.1), or to

count people in a room or crowd. Also, much

interest is dedicated to the development of intelligent human computer interfaces (see

[Toyama, 1998]) such as virtual reality environments, training programs, or video games

[Zhao et al., 2003]. Many other uses are possible, but these examples should supply a

general overview of current trends.

Face detection can be further enhanced by face recognition, that is, the identification of a

specific person by comparing the detected face to a database of known faces.

This is very useful in biometrics, since it requires no explicit cooperation from the person

being identified, and can operate on several people at once (Figure 1.2), as opposed to other

biometric sensors such as fingerprint or eye iris scanners, which depend on the subject’s

cooperation. A natural area of application is thus access control for places (automated board

crossings in airports, restricted areas/rooms) or information (medical records, content under

parental control).

Figure 1.2: A scene from the movie Mi-
nority Report, depicting a crowd pass-
ing through a biometric identification
system. c©2002 20th Century Fox.
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Two main uses of face recognition can be distinguished: identification, which is the attempt

to find a match for a new face in the database of known faces, and authentication (or verifi-

cation), which consists in comparing the new image to a specific entry on the database and

determining whether they are the same person. Common analogs [ISO/IEC 19794-5:2005,

Bowyer et al. 2004] are “one-to-many searching” and “one-to-one matching”, respectively.

Blanz and Vetter [2003] state that “for identification, all gallery images are analyzed by the

fitting algorithm, and the [...] coefficients are stored. Given a probe image, the fitting algo-

rithm computes coefficients which are then compared with all gallery data in order to find the

nearest neighbor.” This kind of approach allows applications such as detecting individuals in

video surveillance streams, searching for a criminal’s face in a large mugshot database, or

automatically tagging, cataloging and indexing large photo and video collections.

Authentication, on the other hand, “can be accomplished without a database by computing

a representation of the person’s face and comparing it to one stored on [a] pass key” [Gor-

don, 1991]. Access control is the most obvious application, but other possible uses include

the detection of false identification cards, or searching one or more recorded video streams

for a specific person. Robust implementations could in the future even replace (or com-

plement) authentication mechanisms such as passwords, fingerprints, PINs or credit cards

[Zhao et al., 2003].

Figure 1.3: Man vs. Machine.
c© SingularityHub.com.

Humans are exceptionally good at detecting and recogniz-

ing faces. However, achieving this algorithmically is far from

trivial. In fact, despite decades of research, face recog-

nition in an unconstrained environment with changes in il-

lumination and pose is still an unresolved problem. More

specifically, current systems are still very far from the hu-

man visual perception mechanism in detecting and identi-

fying faces. Zhao et al. [2003] consider that “It is futile to

even attempt to develop a system, using existing technol-

ogy, which will mimic the remarkable face recognition ability

of humans. However, the human brain has its limitations in

the total number of persons that it can accurately ‘remember’”. Apart from this large, near-

perfect memory, other advantages such as the convenience, accuracy, consistency and “tire-

lessness” of computers make fully automated facial recognition systems very attractive, and

provide a strong motivation for continuing research in the subject.

3
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This document describes work conducted with the aim to enhance the performance of face

recognition, especially in uncontrolled environments that present variations in certain factors

(such as illumination, pose, or expression), which are detrimental to 2D face recognition. For

this effect, the work was based on the premise that rigid facial geometry contains valuable in-

formation that should be taken into account when performing facial recognition. Specifically,

we implemented a process for shape normalization that preserves the proportions of the

face and cancels pose and facial expressions. This concept of selective shape normaliza-

tion is relatively new in the current literature, especially concerning 2D face recognition. The

framework we propose can be applied in a pre-processing step to improve 2D face recog-

nition systems, for both authentication and identification. Although the implementation here

presented is based on still images, its performance is fast enough to suggest the applicability

of the system to video processing, after proper optimization.

The remainder of this document is organized as follows: In chapter 2 some basic theoretical

concepts for this area are introduced. In chapter 3, an overview of the main developments

in this field of research is provided. chapter 4 describes in detail the concepts behind the

rigid-shape face recognition hypothesis, and some background on historical and current work

that tackles the face recognition problem from this perspective. chapter 5 presents the work

developed in the scope of this research project. Then, chapter 6 presents some results of

the work, by performing a comparison with a standard 2D face recognition method with and

without our normalization step. Finally, chapter 7 provides concluding thoughts, summarizing

the work outlaid in this document, and setting proposed paths for future enhancements to

the approach taken.
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Chapter 2

Theoretical background

Performing face recognition through computational methods is a complex task. While there

are several different approaches to this problem, some basic concepts are consistently used

throughout most of them, due to their practicality and usefulness. This chapter contains a

brief, non-exhaustive overview of the most common tools and techniques, mostly mathemat-

ical and statistical devices, which are on the basis of many of the approaches presented on

chapter 3.

Faces are multidimensional, organic entities, characterized by a high degree of variation

across many attributes [Hjelmäs and Low, 2001]. Thus, for detection and recognition pur-

poses, faces are commonly represented as points1 in a high-dimensional space. In image-

based face recognition, specifically, a face is described by the gray-level intensity of every

pixel in the image. This means that for an image with 20×20 pixels, the face description

will consist of values in 400 coordinates, and therefore will be represented in a space with

400 dimensions. Of course, humans are unable to visualize or intuitively process informa-

tion in more than 3 dimensions, but higher-dimensional representations are mathematically

possible, and operations can be carried on data described in such high-dimensional spaces.

Manipulating data in such a high-dimensional space is a computationally intensive task, es-

pecially when we take into consideration the need to compare a new face with every face in

the database in order to determine which one (if any) is the most similar, and hopefully de-

clare a match. Thus, dimensionality reduction techniques must be employed to make these

1Usually called vectors, in a mathematical context.

5



calculations less time- and resource-consuming. In other words, this is equivalent to a “lossy

compression” of the data describing a face – a technique that allows more efficient stor-

age and faster processing (with real-time performance in current state-of-the-art algorithms)

while still achieving good approximations of the actual fully defined face images, since the

attributes kept for describing the faces are those determined to be the most significant (either

for a generic face, or for each specific face).

The simplest, most straightforward measure of facial similarity in this configuration is the

shortest distance between the positions where the faces stand in this space (that is, the

basis of a nearest-neighbor classifier). Ideally, the distance between a new face image and

a given database entry should be zero for a match, and large otherwise. But the reduced

dimensionality of faces, allied to the fact that the same face will have a different appear-

ance depending on illumination, pose, and facial expressions, means that there can only be

approximations. It is also usual to store several images per person, to account for these

potential variations in appearance.

Therefore, for each new image being compared to the database, there will be a double

distribution of distances to database entries. That is, (hopefully) compact clouds of points

in the database will be presumed matches, with short distances to the new face, and the

remaining points will represent presumed non-matches.

Since these clouds will seldom form a perfectly spherical distribution, it is misleading to use

the Euclidean notion of distance between the new point and the mean of the cloud (or center

of mass, to use a physical analogy) in this context. A statistical distance measurement,

called Mahalanobis distance [Mahalanobis, 1936], which takes into account the shape of the

cloud (see Figure 2.1), is thus used.

(a) (b)

Figure 2.1: The Mahalanobis distance assigns the point x to different clouds according to their shape,
despite x in both cases being closer, in Euclidean distance, to the geometrical center of the second cloud.
c©AI Access.
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By setting a sufficiently small threshold criterion for this distance, we can minimize the rate

of accepting impostors (false positives) but at the expense of also increasing the rate of

rejecting authentic matches (false negatives). The ratio between false positives and false

negatives is commonly expressed as a Receiver Operating Characteristic, or ROC curve

[Barrett, 1997]. Refer to Figure 2.3. Those ratios can be also expressed independently, in a

graph with two curves (see Figure 2.2) representing false positive and false negative rates

for each distance threshold value. The point where these two lines intersect is called the

Equal-Error Rate (EER), and is the most commonly reported single number from the ROC

curve [Bowyer et al., 2006].

Figure 2.2: False Match Rate (FMR),
or false positives, and False Non Match
Rates (FNMR), or false negatives, as a
function of the threshold t. Reprinted
from [Maltoni et al., 2003]

Figure 2.3: Two ROC curves, plotted by matching the False
Accept Rate (FAR) with the False Reject Rate (FRR) for each
threshold value. The Equal Error Rate (EER) point lies where
the curves intersect the diagonal line (in this case, the two
curves have the same EER). Reprinted from [Du and Chang,
2007]

The distance threshold is also a critical element distinguishing face detection systems from

face recognition ones. In the first case, the threshold can be higher, as there will only be two

classes: faces, or non-faces. However, when we want to discriminate between faces in the

database, the threshold will then have to be lower than the average inter-class2 separation,

but higher than the average intra-class2 sample distance.

2Intra-class variation occurs between samples of the same class (for example, the skin color of a person across different images may
vary due to lighting, tanning, or image sensor quality), while inter-class variation is only present when comparing samples of different
classes (for example, the distance between the eyes typically varies between different people, but for a given adult person it remains
roughly constant across several measurements).

7



Principal Component Analysis and eigenvectors

Principal Component Analysis (PCA) is one of the most used methods for dimensionality

reduction. It consists on a statistical analysis of a cloud of data points in order to find the

vectors which account for most of the variation in the set – that is, the principal components

of that set. Figure 2.4 provides an illustration for this concept. This procedure allows all data

points to be approximated using a linear combination of these components.

Figure 2.4: In PCA, data are projected into a lower dimensional space (in this case, from 3D to 2D),
preserving the directions that are most significant for representing its variation. Note how the directions
of the reduced space’s axis system are orthogonal to each other, but not necessarily to the axes of the
original space. CC-BY Lydia E. Kavraki, cnx.org/content/m11461/

A specific application of dimensionality reduction techniques to face descriptors that has re-

ceived much attention in face recognition research is Turk and Pentland’s “eigenfaces” [1991].

These are developed using the mathematical concepts of eigenvectors and eigenvalues,

which are commonly associated with PCA, but can also be obtained with different dimen-

sionality reduction techniques as well. The word “eigenvalue” comes from the German

eigenwert, which means “characteristic, innate value”. Simply stated, eigenvectors are vec-

tors, that when paired to a given transformation, keep their direction. In other words, they are

“aligned” with the transformation’s direction. For example, when a rubber band is stretched

longitudinally, an arrow drawn along its length would only be scaled, while one drawn diago-

nally would have a different angle after the transformation (see Figure 2.5).

The direction pointed by the first arrow would be an eigenvector of the stretching transfor-

mation, and the amount by which it was stretched would be its eigenvalue. The principal

8
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components of a PCA can be considered eigenvectors, because to obtain the approxima-

tions of the original data points, they are linearly combined – that is, they are multiplied by

scalar values, or, in this case, eigenvalues, and then summed together.

Figure 2.5: A simple demonstration of the concept of eigenvectors: in a rubber band that is expanded
(stretched), an arrow drawn in the direction of the expansion keeps its orientation, changing only its value
(magnitude). The arrow’s direction can thus be considered an eigenvector for that particular stretching
transformation, and the amount by which it was scaled is the eigenvalue of the transformation. c© Sally
Riordan / PhysLink.com

9
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Chapter 3

Contextual overview

Automated face detection and recognition by computer vision is a field of research that has

garnered much interest, especially in the security industry. As a result, many techniques

were developed throughout the years, generating a need for surveys that allow researchers

to gain a global perspective of the various approaches taken to the subject.

However, as computing power increases and more powerful applications become possible,

the throughput of a growing number of research projects makes the surveys become ob-

solete or outdated much more quickly. This section thus aims to present an up-to-date,

state-of-the-art survey of this research area, aiming both at comprehensiveness and com-

prehensibleness, and benefitting the latter over the former when necessary.

A historical overview will be first presented, to provide context and background. Also included

is an exposition of the classification problem and the scheme adopted for this document.

Then, the specific techniques will be presented, according to the taxonomy defined in the

classification section.

Naturally, given the hypothesis this project aims to evaluate, special focus will be given in

the analysis of 2D and 3D feature-based approaches that attempted specifically the mea-

surement of rigid features of the face, as hints to reveal its underlying static structure, and

using these for recognition. While the latter will be introduced in section 3.5, a more detailed

analysis will be present in chapter 4.

11



3.1 Historical summary

Figure 3.1: Sir Francis Gal-
ton conducted research on person
identification using profile-based
measurements, fingerprints, and
other biometric data. Photo in
Public Domain.

It is widely assumed that the first formal proposal for auto-

matic face classification was made in [Galton, 1888], who

investigated facial profile-based biometrics. The earliest im-

plementation reported on the engineering literature is by

Bledsoe [1964], describing work on automatic facial recog-

nition in a mug shot database. But research on automatic

machine recognition of faces really started in the 1970s

[Kelly, 1970] especially after the seminal work of Kanade

[1973]. All these early implementations used typical pat-

tern classification techniques, in order to identify, measure

and compare distances and relative positions of facial fea-

tures. For most of the 1980s, research on face recogni-

tion remained essentially dormant. Since the early 1990s,

though, research interest in the area has been consistently

growing, with many developments, surveys and new appli-

cations being presented [Zhao et al., 2003].

The early face detection techniques could only handle images with a single face (or a few

well-separated ones) in a frontal pose and with plain backgrounds. Hjelmäs and Low [2001]

refers that in those systems, “any change of image conditions would require fine-tuning of the

algorithms, or even a complete redesign”. More recent algorithms can already detect faces

and their poses in cluttered backgrounds [Gu et al., 2001; Heisele et al., 2001; Schneiderman

and Kanade, 2000; Viola and Jones, 2001].

With the recently increasing activity in face recognition research, several survey papers have

been presented, aiming to summarize the developments that were being made. One of the

earliest was [Samal and Iyengar, 1992], followed by [Chellappa et al., 1995], which presented

a comprehensive survey of face recognition techniques at the time. Surveys targeting spe-

cific areas were also produced, such as [Hjelmäs and Low, 2001] and [Yang et al., 2002],

whose focus was restricted to the face detection problem, or [Brunelli and Poggio, 1993],

who evaluated the effectiveness of the two main approaches at the time: feature-based and

template-based (refer to the next section for an elaboration on classification taxonomies).

Finally, a very thorough general review was presented in [Zhao et al., 2003].
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3.2 Classification taxonomy

Zhao et al. [2003] state that the wide range of technical challenges posed by the face recog-

nition problem requires an equally wide range of techniques from several areas, having at-

tracted researchers from very diverse backgrounds: psychology, pattern recognition, neural

networks, computer vision, and computer graphics. For such a vast array of solutions pre-

sented, a classification system is required to better organize these approaches.

Several attempts have been made to organize and classify the systems developed by re-

searchers working on the face recognition problem. The system most commonly applied in

previous surveys consists in describing existing approaches as either geometric, or feature-

based, or photometric, also commonly referred to as template matching, or image-based

approaches. Face recognition is a high-level part of the human visual system, and the

feature-based approaches put this in practice by using explicit high-level cognitive informa-

tion to aid in the task, such as knowledge about the position and appearance of characteristic

facial features (eyes, mouth, nose, etc.). Image-based approaches, on the other hand, tend

to work on an implicit level, taking advantage of recent developments in pattern recognition

theory to leave to the computer the task of deciding which parts of the image will be used

to describe the faces. This allows them to avoid dependency in manually or heuristically

defined features, while allowing measures that might be less intuitive but more accurate. For

example, most early feature-based techniques do not work if the eye is closed or if the mouth

is open [Zhao et al., 2003], but image-based approaches can be less dependent on these

details. However, image-based methods are more sensitive to variations in illumination,

camera viewpoint and face orientation.

It is worth noting that, for both these methods, it would be necessary to scan the whole

image (aggravating to many frames per second when working over video), applying these

techniques to sub-areas in every possible size, position and orientation, in order to find

the faces. Faster, more efficient low-level pre-processing is thus applied; it is, of course,

much more ambiguous, frequently returning target areas that aren’t faces, but processing

only these areas, rather than the full image, brings considerable performance improvements

nevertheless.

Another classification approach commonly used was inspired in the study of the human vi-

sual system. Psychological and neurological research findings have, for instance, described

a condition called prosopagnosia, where patients are unable to recognize previously familiar
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faces, while having no other significant memory loss or cognitive process deficiency. They

recognize people by their voices, hair color, dress, etc. A particularly relevant detail is that

prosopagnosia patients do recognize whether a given object is a face or not, but are after-

wards unable to identify who the face belongs to [Zhao et al., 2003]. This hints that face

detection and face recognition are independent processes, executed separately by different

parts of the brain, and indeed many surveys have used this criteria to distinguish existing

systems.

We thus have two main axes to define the approaches to automated face processing: geo-

metric/photometric, and detection/recognition.

But on one hand, a closer look reveals that the geometric/photometric division only de-

fines pure techniques, while on practice these are almost always applied in conjunction,

which makes it hard to classify existing systems in either one or another category. Hybrid

approaches such as Active Appearance Models (see subsection 3.4.5) are naturally even

harder to classify. Zhao et al. [2003] do recognize this: “Often, a single system involves

techniques motivated by different principles. The usage of a mixture of techniques makes

it difficult to classify these systems based purely on what types of techniques they use for

feature representation or classification”. Nevertheless, they provide a comprehensive listing

of techniques used for face recognition [Zhao et al., 2003, Table III].

On the other hand, the detection vs. recognition axis, as shown in chapter 2, depends

mainly in the comparison threshold between new faces and stored ones. This classification

is therefore subjective and relates to the purpose of each system rather than the potential of

the techniques it uses.

While no system is perfect for the classification purpose, as demonstrated above, a compro-

mise solution, aimed at serving the objectives and contents of this document, was devised

as follows:

1. low-level face detection/location routines (section 3.3);

2. higher-level, still-image-based face detection/recognition methods (section 3.4);

3. 3D approaches (section 3.5).

4. adaptations to video streams (section 3.6);
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3.3 Face location

A low-level face location system is needed to identify areas of the image that should be

processed by more advanced (and expensive) face detection techniques (both feature- and

image-based). This pre-processing also helps in normalizing the faces’ pose (canceling

their transformations in position, scale and rotation), but their main advantage is improving

performance of the system, since these early techniques are relatively simple and fast to

apply. These filters build upon basic routines called morphological operators, which have

long been used in image processing, and very efficient techniques have been developed

to detect a wide range of image features. For a thorough introduction to morphological

operators, see [Gonzalez and Woods, 1978].

Usually, coarse operators are used to detect heads, and then operators meant to detect

facial features can be applied to these areas in order to either reinforce the confidence that

the candidate areas actually represent faces, or to remove false matches, before stepping

into more advanced face detection algorithms. This “early exit” approach helps speeding up

the facial detection process, by interrupting the processing (and thus preventing unnecessary

analysis) very early in the detection pipeline.

For these filters, multi-resolution search are often used. This not only speeds up the process,

but also is more robust against image artifacts that might hinder the functioning of these

operators. Also weighting in favor of this approach are several studies [Ginsburg, 1978;

Harmon, 1973] which have concluded that information in low spatial frequency bands plays

a dominant role in face detection. Sergent [1986] further demonstrated that low-frequency

components are useful to the generic face detection process, while high-frequency compo-

nents contribute to the finer details needed in identification [Zhao et al., 2003].

Figure 3.2: A full-resolution image is gradually downsampled to lower resolutions. Search normally starts
at the lowest resolution (at right) and is progressively refined in increasingly higher resolutions. Reprinted
from [Yang et al., 2002]
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Besides location of faces and facial features, morphological operators can also be very useful

in the image normalization process. For example, global gradient direction detection can

provide a way to reduce lighting variations. Another useful application of these filters is

augmenting contrast by adjusting the image’s gray-levels histogram. Several normalization/

equalization algorithms exist; see [Gonzalez and Woods, 1978] for a detailed overview.

Low-level processing techniques

Figure 3.3: Horizontal and vertical histograms of images might contain characteristic signatures that
allow the location of faces. However, more complex examples present greater challenges. Reprinted from
[Yang et al., 2002]

One of the earliest techniques for automatic location of faces was the conversion of the

image into a black-and-white (binarized) representation, and then analyzing the signature of

the binarized image’s histogram across the horizontal and vertical directions – that is, the

sum of black pixels across the rows or columns of pixels (as opposed to the usual image

histogram representation, which displays the amount of pixels in the whole image for each

gray-level intensity). As depicted in Figure 3.3, the location of the face can be estimated

by searching for specific patterns of local maxima and minima (peaks and valleys) in the

horizontal and vertical profiles. From the initial location candidates, secondary patterns are

applied to look for the expected signatures of features such as eyes and mouth (which will

typically be darker areas). Locations that present similar patterns to the expected signatures

indicate a good match probability. This technique was used, for example, in [Kanade, 1973]

and [Turk and Pentland, 1991].

However, as can be inferred from the second and third images of Figure 3.3, this method

has difficulty detecting faces in complex backgrounds or multiple faces. Other approaches
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were presented, using edge detection. These edges are then analyzed to find facial fea-

tures [Sakai et al., 1972] or to match the typical human head outline [Craw et al., 1987].

Brunelli and Poggio [1993] proposed the use of gradients, which convey direction informa-

tion. Horizontal gradients are useful to detect the left and right boundaries of face and nose,

whereas vertical gradients are useful to detect the head top, eyes, nose base, and mouth.

An illustration of their technique is presented in Figure 3.4.

Figure 3.4: Horizontal and vertical components of a
face edge map. Reprinted from [Brunelli and Poggio,
1993]

Yet another technique that has been used

in several implementations is a morpholog-

ical operator that matches pairs of dark cir-

cles, in order to find the eyes – one of the

most distinctive facial features, for their typ-

ical dark appearance surrounded by lighter

areas, and for their symmetry. The eye can-

didate positions are then used for triangula-

tion aimed at obtaining the expected posi-

tion of other features such as the mouth or

the nose, where further analysis to confirm

their existence is performed. The locations

of these features relative to each other can then be used to estimate the facial pose and

apply the inverse transformation to line up the face into a frontal view.

Figure 3.5: A grayscale image and the result of ap-
plying a symmetry detector on it. Reprinted from
[Reisfeld and Yeshurun, 1995]

The symmetry of eyes and other facial fea-

tures has been further exploited with the use

of symmetry detectors [Reisfeld and Yeshu-

run, 1995], having achieved notable accu-

racy in low-level face detection. The result

of one of these detectors is shown in Fig-

ure 3.5.

Maio and Maltoni [2000] put forth an imple-

mentation using a gradient-type operator

over local windows (7×7 pixels) to create a

binary image with multi-directional edge in-

formation. They then applied a two stage face detection process by first using a Hough

transform that detects oval shapes, and then a set of 12 binary templates representing face
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features which are matched against the face candidates generated by the Hough transform.

Since these are all low level processing techniques, they were able to run the system in real

time while achieving very good detection ratio: they report correct face location in 69 out

of 70 test images with no false alarms, using test images with faces of varying sizes and

complex backgrounds. Figure 3.6 depicts the different steps of this algorithm.

Figure 3.6: A visual summary of Maio and Maltoni’s implementation, which reportedly achieved a 99%
performance with real time execution. Reprinted from [Maio and Maltoni, 2000]

When using video, the temporal variation also provides raw information that can be used

to help in this low-level phase of the facial detection pipeline. A more detailed overview of

video-based facial detection is presented in section 3.6.
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3.4 Face detection and recognition

Figure 3.7: It is important that a system be able to
distinguish between very similar people, especially
in security applications. c©TotallyLooksLike.com

With a reasonable face location candi-

date, more complex methods are neces-

sary to confirm matches and declare a high-

confidence result. This is needed because

low-level techniques often fail when the ap-

pearances of the features change signifi-

cantly (for example, closed eyes, eyes with

glasses, open mouth, etc.).

Several systems have been presented since

the first research efforts on the area. An

overview of the most relevant methods is

presented in the following sections. For more detailed listings and descriptions, refer to

the surveys mentioned on section 3.1.

3.4.1 Eigenfaces

One of the first applications of PCA for face analysis was made by [Sirovich and Kirby,

1987], who attempted a system for compact face representation. [Turk and Pentland, 1991]

extended this principle for face recognition. The general concept lies in using the principal

components, produced by a PCA applied on the faces, as eigenvectors for linear combina-

tions which would yield close approximations of the original faces. Since these components

are vectors expressed in the same space as the faces (and thus have the same dimension)

they can also be displayed in a pixel-based representation, resulting in an image that Sirovich

and Kirby called an eigenpicture, and Turk and Pentland called an eigenface.

Eigenvectors represent the most relevant features, which are devised statistically, without

human intervention, and thus may not be intuitive features such as eyes, wrinkles, etc. The

typical appearance of eigenfaces is depicted on Figure 3.8. It is possible to find a set of

eigenvectors that are influent enough to provide an approximation to all the possible vectors

representing faces (under approximate imaging conditions), because these should vary in a

limited region inside the high-dimensional space they are represented on.
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Figure 3.8: Examples of eigen-
faces. c© AT&T Laboratories

An eigenface deviates from average gray in areas where

average variation among the images is more pronounced.

Each face in the database from which the eigenfaces are de-

rived can be represented exactly as a combination of all the

eigenfaces extracted. Mathematically, this is a linear com-

bination, that is, a sum of all eigenfaces, each multiplied by

specific eigenvalues (weights). The faces from the database

(and others) can also be approximated using a subset com-

posed of only the best eigenfaces (those that have largest

eigenvalues). This reduces representation size and match-

ing complexity with minimal loss of descriptive features.

A new face can thus be recognized by checking that the weights for each eigenface which de-

scribe a new face image are consistent with the collection of weights stored in the database

for a given face. Calculating a weight distribution for a new image is equivalent to projecting

it into the n-dimensional “face space” of n eigenvectors (eigenfaces). Faces whose weights

are not close enough to any of the recognized faces’ values are stored as new faces. If a

subset of these new faces clusters in a region of the face space (that is, they don’t deviate

from their local mean more than a given threshold), it is assumed that they are the same face

and a new entry (the average face of that subset) is added to the database of known faces.

Figure 3.9: A simplified depiction of the “facespace” and the thresholds used for defining a match.
Reprinted from [Turk and Pentland, 1991]

The construction of the eigenface set is computationally intensive but shouldn’t need to be

frequently updated, and can be done offline or in parallel with the execution of the system.

For each candidate image, calculating its projection into the reduced eigenface space is

marginally intensive (Barrett [1997] reported a few seconds). The matching is highly efficient

and according to Turk and Pentland, for a database of up to a few hundred faces, it could be

done at the frame-rate of a video camera – that is, in real-time using a video stream.
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3.4.2 Fisherfaces

Belhumeur et al. [1997] describe an approach for face recognition that is much less sensitive

to large variations in lighting and facial expressions, based on the principle that all of the

images in a Lambertian surface1, taken from a fixed viewpoint but under varying illumination,

lie in a compact 3D subspace of the high-dimensional image space [Shashua, 1994].

The eigenface method, which uses PCA for dimensionality reduction, yields projection di-

rections (eigenvectors) that optimize the separation of the face images in classes according

to the global variation in the images. This means it also includes variations which are due

to lighting and facial expressions, which may result in the clustering of different images of

the same face into separate classes. In fact, as stated by Moses et al. [1994], variations

between the images of the same face due to pose and lighting are almost always larger than

the differences between the faces of two different people taken under similar conditions (see

Figure 3.10).

Figure 3.10: The same face may look radically differ-
ent due to pose and lighting. This affects the perfor-
mance of image-based face recognition algorithms.
Reprinted from [Belhumeur et al., 1997]

It has been suggested that the variation due

to lighting can be reduced by discarding the

most significant components (eigenfaces).

However, it is unlikely that these correspond

only to lighting variations; therefore, remov-

ing them might result in the loss of informa-

tion that could be useful for between-class

discrimination.

Instead of PCA, the authors use Linear Dis-

criminant Analysis (LDA), first developed by

Robert Fisher in 1936 for taxonomic classi-

fication [Fisher, 1936] (hence the term “fisherface”). In a comparison with Shashua’s cor-

relation measure and Turk and Pentland’s eigenfaces, the authors claim that fisherfaces

presented better results, with lower error rates and faster execution. Still, the accuracy of the

fisherface method is hindered by variations in images such as facial expressions, different

poses and illumination artifacts (self-shadowing, bright spots and subsurface scattering, for

1A Lambertian surface reflects light with the same intensity in all directions. These surfaces are only theoretical. In practice, no physical
surface is purely Lambertian [Wikipedia::800155]. Human skin, for instance, is close to a Lambertian surface, but also reflects light in other
forms, for example through a model called subsurface scattering (SSS), where light exits the surface through a different point than the one
it entered, after multiple internal reflections (scattering).
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instance). Further work using LDA has been reported by Etemad and Chellappa [1997] and

Zhao et al. [2003].

3.4.3 Neural networks

Figure 3.11: A simple neural net-
work. CC-BY-SA Cburnett com-
mons.wikimedia.org

Neural networks (computational systems inspired on

the natural brain structure) have been known to yield

good approximations to complex problems that defy

a deterministic description. With faces described as

points in a high-dimensional space and high varia-

tion for images of the same face, the problem of face

recognition is thus suited to neural network analysis.

Each pixel of the face images is mapped to one input

neuron. The intermediate (hidden-layer) neurons are

as many as the number of reduced dimensions that

are intended. The network “learns” what patterns are

faces or not using the backpropagation adjustment

method, which consists having the weights for each neuronal connection updated after each

iteration, according to the error in the final result and their contribution to it.

This approach has produced promising results, but according to Cottrell and Fleming [1990],

they can at best be comparable to an eigenface approach.

3.4.4 Gabor wavelets

First proposed by Dennis Gabor [Gabor and Stroke, 1968] as a tool for signal detection in

noise, wavelets can be constructed as continuous waves modulated by a Gaussian enve-

lope – that is, harmonic functions multiplied by a Gaussian function (commonly called “bell

curves”). This means that they assume the global shape of a signal whose intensity gradu-

ally increases from zero to the maximum, and then decrease in the same way back to zero,

while maintaining its local fluctuations (see Figure 3.12).

Applying the same principle that is used in Fourier series, an image is decomposed in a

series of wavelets, each with distinct parameters, which when superimposed to each other
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Figure 3.12: Wavelets may be constructed as cyclic waves modulated by a Gaussian envelope. This
example was generated using the equations sin(x+ π

2 ) for the continuous waveform, e−
x

10
2

for the Gaussian
modulator, and a multiplication of both for the resulting wavelet. The range sampled was [−7π, 7π] (i.e.,
7 full cycles).

reconstruct the original pattern. This allows a very compact representation, since it is only

necessary to store information regarding the frequency, length and directions of the wavelets.

This decomposition is done locally, in specific points of the image, resulting on several sets

of superimposed wavelets (called “jets”) that represent their region. The number of wavelets

used in each jet determines the precision of the approximation to the original image. The full

set of points where wavelets are calculated is called a grid, even though they need not be

evenly distributed in the image.

The wavelet approach has been further extended [Lades et al., 1993] to models with flexible

grids, that can be slightly transformed in order to match faces with different poses from the

original, thus allowing a better performance in detecting faces that are not facing the camera

(but only to a certain extent — a problem common to all 2D approaches). This method

is commonly called the elastic grid matching approach. It is worth noting that while fixed

grid wavelet matching is comparable in performance to the eigenface approach, elastic grid

matching will be relatively slower.

Figure 3.13: An image and a subset of the wavelets it has been decomposed into. Reprinted from [Wiskott
et al., 1997]
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3.4.5 Active Shape Models and Active Appearance Models

The first approaches to face location based on active shape contours were presented by

Kass et al. [1987], who called them “snakes” – deformable curves that attempt to minimize

“energy” in pixel intensity local gradients. [Yuille et al., 1987] extended the approach to

deformable templates (sets of geometrically related facial features) achieving better perfor-

mance.

Active Shape Models (ASM) use the same principle of matching geometric templates to

boundaries (edges) in the target image. The difference is that statistical analysis is used

to model and restrict the variation of the points that define the template. PCA is applied in

order to extract the eigenvectors that describe variation of the models for each face from the

average template. Each face (or generically, shape) is represented as a vector with as many

components as the number of points it contains.

The elasticity of the model is an important component of this approach. Balance must be

achieved between a general approach – that is, being able to generate, from the stored

models, any plausible example of the class they represent (in this case, faces), in order to

recognize new faces – and a specific approach that avoids generation of illegal examples

[Cootes et al., 1995].

The average model for a given class of objects (such as a specific face) is built by marking

control points in each image of that class in the database and then warping the images so

that their control points match their average positions across all images. From the shape-

normalized images, grayscale intensity over the region around each shape point is sampled.

To minimize the effect of global lighting variation, the samples for each point are normalized

in intensity, so that they spread across the full range of possible intensity values even if

that specific area of the image is darker than the areas around other points. Shape and

appearance of any image in the database can then be rebuilt using only the average image

and the variation parameters (eigenvectors + eigenvalues).

The model fitting process starts with the mean model shape, but on each iteration the points

of the model are adjusted within their valid range in order to attempt a better fitting into the

image being processed. Eventually, the parameters of the model converge to the values

that make it adjust to the new image, even though potentially none of the samples in the

database had that specific configuration. This process is what allows applications such as

face recognition and tracking.
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Figure 3.14: An example of a model being iteratively adjusted to fit a new face. Reprinted from [Cootes
et al., 1995]

To avoid the application of 2D pattern matching for each point’s neighborhood, a simplified

approach that has been proved much more efficient while still effective is comparing the

intensity variation across a line normal (perpendicular) to the model’s shape in that point.

The intensity values are normalized to reduce the influence of global intensity changes.

Comparison is made by sampling such an “intensity profile curves” from the target image

using a longer line (that is, fetching a set with more values than those the stored samples

contain), then “sliding” the model point’s average curve across the fetched values’ curve, and

recording the position that best fits (that is, the one where the sum of differences for each

pixel value on the curve is the smallest). This is repeated for every point in the model, giving

a suggested new position for each point in every iteration. The variation parameters are then

updated, with constraints that guarantee values within the expected range.

One weakness of this approach is that it depends on a relatively good initial positioning of

the model, since adaptations are only performed locally for each point. The process could

go wrong if the model is placed too far from the actual feature it is attempting to match.

To improve the efficiency and robustness of the algorithm, a multi-resolution approach is

applied, starting with low resolution images and progressively advancing to higher resolution

ones. This allows faster convergence and reduces chances of the model getting trapped in

wrong parts of the image.

Per the description above, it is clear that the ASM method uses characteristics of both

25



feature-based and image-based approaches. Furthermore, the ASM paradigm has been

expanded to statistical appearance models, such as the Flexible Appearance Model (FAM)

[Lanitis et al., 1995] and the Active Appearance Model (AAM) [Cootes et al., 2001]. An AAM

is essentially an ASM with texture superimposed. The system can generate a synthetic im-

age by manipulating the parameters of shape and appearance variance, and then match this

synthetic image with the target image.

3.5 3D approaches

2D approaches have serious drawbacks in coping with pose variations. Several techniques

can overcome in-plane rotation (head tilt). But when there is out-of-plane rotation, also called

“rotation in depth” (head turning, or nodding), even though the transformations can still be

calculated and reversed in the less acute cases, most 2D algorithms begin to fail as the

rotation angles increase. A solution to this problem that has demonstrated some potential

is the use of several poses for each face, with interpolation occurring to match intermediate

poses. However, this increases the amount of storage needed for the image database,

as well as the complexity of the system – and yet the results are not robust enough for

application in more demanding systems.

Thus, several approaches have recently surfaced that use 3D estimation from the 2D images.

As stated by Bronstein et al. [2005],

“Three-dimensional face recognition is a relatively recent trend that in some

sense breaks the long-term tradition of mimicking the human visual recognition

system, like the 2D methods attempt to do. As evaluations such as the Face

Recognition Vendor Test (FRVT) demonstrate in an unarguable manner that cur-

rent state of the art in 2D face recognition is insufficient for high-demanding bio-

metric applications [Phillips et al., 2003], trying to use 3D information has be-

come an emerging research direction in hope to make face recognition more

accurate and robust.”

These proposals present greater robustness to rotated faces (for example, profile views).

Common techniques include the use of stereo vision [Lao et al., 2000] or motion analysis

(the video-based approach is described in section 3.6). Still, Gordon [1991] states that
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many features of the face are difficult to detect or measure because of variability of lighting

conditions or low dynamic range in the input image. However, areas of the face which are

difficult to describe with standard intensity based methods can be extracted with specialized

data acquisition systems, which are described below.

Figure 3.15: Example of a 3D
model of a face, built using a range
scanner. Reprinted from [Bowyer
et al., 2006]

Early work on 3D recognition using 3D sensors was per-

formed by Cartoux et al. [1989]. Later on Gordon [1991] re-

ported on research using range data (depth maps). These

maps are obtained using active sensors called range cam-

eras. The sensors are called “active” because as opposed

to a typical (passive) camera that merely captures incoming

light, they actually emit radiation whose reflection they cap-

ture. A typical implementation of these systems consists of

a scanner that emits laser rays and computes the distance

to each point using the delay of the “echo” and the known

speed of light. As it is evident, this approach suffers from

the higher cost and lower availability of the specific equip-

ment (3D scanners) they require, compared to the ubiquity

of photographic and video cameras.

Another common approach is the “structured light”, which

consists in projecting a grid on the surface that will be

scanned, and then acquiring one or more images in order to extract, from the distorted

grid, the topology of the surface. This hybrid (active+passive) approach may reduce the cost

of 3D data acquisition, but still shares the disadvantages of intrusion and lack of scalability

with the remaining systems described above. They might also not be as robust to illumination

variance as other 3D approaches. Bowyer et al. [2006] describes a popular misconception in

the literature about 3D face recognition, which he calls “The myth of ‘illumination variance’”:

“It is often asserted that 3D is, or should be, inherently better than 2D for pur-

poses of face recognition. One reason often asserted for the superiority of 3D

is that it is ‘illumination independent’ whereas 2D appearance can be affected

by illumination in various ways. It is true that 3D shape per se is illumination

independent, in the sense that a given 3D shape exists the same independent

of how it is illuminated. However, the sensing of 3D shape is generally not il-

lumination independent—changes in the illumination of a 3D shape can greatly
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affect the shape description that is acquired by a 3D sensor. The acquisition of

3D shape by either stereo or structured-light involves taking one or more stan-

dard 2D intensity images[, which] are typically taken with commercially available

digital cameras.”

– Bowyer et al., 2006

Despite all these different methods used to obtain the 3D data, the most common approach

for recognition has been to transform (and some cases deform) the 3D model, in order to

render the result in 2D for matching with new images either by the location of facial features

or by image-based comparison. The latter naturally requires that the model be texturized,

which consists in “mapping” a 2D image of the face into the 3D model [Blanz and Vetter,

2003].

Even though most approaches have followed a hybrid model (true 3D for data acquisition,

2D projection for comparison with input images), some research has indeed focused in com-

parisons directly on 3D data using geometric measurement. chapter 4 features a closer look

at these methods, as they provide specific background for the current project.

For more detailed surveys of recent developments in 3D face recognition, the interested

reader can consult [Bowyer et al., 2006, Table 1], which provides a comprehensive survey of

algorithms developed and their performance. Another detailed paper summarizing develop-

ments in 3D face recognition was presented by Scheenstra et al. [2005].

3.6 Video

Video-based face recognition techniques typically have to face lower quality images, since

the frames must be compressed for transmission or storage. They do, however, have the

advantage of temporal information. This can (and should) be used to compensate for the

loss of spatial information. For instance, a high-resolution image can be reconstructed from

a sequence of lower-resolution video frames and used for recognition.

Another method made possible by the temporal variation is the calculation of frame difference

(simply subtracting differences between each frame at pixel-level) over which temporal and
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spatial analysis is applied. A simple example is searching for oval shapes in the frame-

difference image, to detect the head blob, which allows cropping and scaling the face from

the image, for posterior processing. This approach was used in [Turk and Pentland, 1991].

More advanced techniques include analysis of the moving image contour, or the optical flow

[Lucas and Kanade, 1981].

Going even further, there are methods that track the face in the video after locating it, and

use the relative motion of its points to reconstruct the 3D shape of the head. This approach

is called Structure-from-Motion (SfM) and, as described in section 3.5, can greatly increase

face recognition performance in uncontrolled environments. Recently, many results in face

tracking have been presented, which use a flexible 3D model to track faces in video including

large variations in pose and expression [Dornaika and Davoine, 2004; Lefèvre and Odobez,

2009].

A serious drawback of SfM is the lack of accuracy in the recovered 3D shape, due to the

typical low resolution of video frames, especially in surveillance applications. The lack of

accuracy may not hamper the face detection task, but it is quite harmful for face recognition,

which must differentiate the 3D shapes of very similar objects. This can be countered by

combining approaches. For example, a possible solution proposed by Zhao et al. [2003] is

the use of Shape-from-Shading (SfS), that is, using illumination information to recover 3D

shapes. An early implementation was in fact presented in [Zhao and Chellappa, 2000]. In

chapter 4 this problem (when applied to still images or single video frames) will be addressed

in more detail.
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Chapter 4

Methodology

The main hypothesis this research project aimed to investigate was the informational value

of rigid facial geometry for the problem of facial recognition, with the assumption that the

various ratios, dimensions and angles between the rigid features of the face are sufficiently

unique to differentiate a sizeable portion of the population.

This notion is in fact quite old. The first scientific document to propose such an approach to

face recognition was authored by Matthews [1888], and is quoted below:

“It is generally held that men have attained their natural stature about the age of

twenty-four. [...] During subsequent life—excepting from the loss of teeth, which

would deduct proportionately from the depth of the chin—no appreciable change

in the osseous fabric can be theoretically assumed.

Externally, appearances may differ much; but in that case the issues raised are

mostly those of beard or no beard, fat cheeks or lean cheeks, blotches, wrin-

kles, and crows’ feet; or no blotches, wrinkles, and crows’ feet. Now, without

doubt, fatness in lieu of leanness produces a very perceptible difference to the

eye, and with superficial observers might invalidate the admeasurement. But [...]

[w]ithin the boundaries of the area measured, the same identical proportions and

distances subsist between the eyes, the lips, and the chin.”

In fact, Matthews even claims [Matthews, 1884] his efforts predate Galton’s method of fa-

cial image superposition (see section 3.1), having devised an instrument which he called

“identiscope” (based on a camera lucida1) for performing the measurements he proposed.
1A camera lucida (Latin for “light room”, as opposed to the common photographic dark room) is an optical device usually employed
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An aside: Gordon [1991] mentions a

study by Harmon [1973], which at the

time of Gordon’s writing represented

“the sole example of a system which

explicitly [incorporated] shape infor-

mation into the task of face recogni-

tion”. Harmon’s system was not fully

automatic: the tagging was performed

by a group of human subjects, who

identified 21 qualitative facial features

from photographs, including forehead,

cheeks, and chin. The faces were en-

coded by assigning a value from 1

to 5 to each feature. For example,

for the forehead and chin, these val-

ues corresponded to the range from

“receding” to “bulging”, and for the

cheeks to the range from “sunken” to

“full”. After inserting the data into

a computer and calculating the sim-

ilarity between the faces, this tech-

nique showed a relatively good suc-

cess rate, thus reinforcing the idea

of comparing facial features for the

recognition task. However, despite

this and other attempts using fea-

tures marked by humans (e.g., [Cox

et al., 1996]), Brunelli and Poggio

[1993] state that “features are only

as good as they can be computed.”

This early example embraces concepts that resonate

with basic intuitions regarding the automation of face

recognition. As such, when computers started to

become widely available in academic and research

centers, in the 1960s, this was also the method

used by the first approaches toward computer-based

face recognition [Brunelli and Poggio, 1993], such as

[Bledsoe 1964; Kelly 1970 and Kanade 1973].

However, all these approaches took into account

both rigid and non-rigid points of the face (includ-

ing Matthews’ own implementation!, see [Matthews,

1884]), therefore invalidating the very premise they

were set in. It is, of course, understandable why they

chose to do so, since (citing Gordon [1991]) “even

the highest contrast features of the face, such as the

eyes, are a challenge to identify and describe reli-

ably. Low contrast features such as shape of jaw

boundary, cheeks, and forehead are currently impos-

sible to describe from general intensity images”. Too

few rigid key (i.e., fiducial) points can be reliably de-

tected from 2D images: essentially the eyes’ corners

and pupils, and some features of the nose. By in-

cluding more easily detectable (but non-rigid) points

of the face, such as mouth corners, and the appar-

ent face boundary (rather than the true jaw bound-

ary), the information stored for each face was richer,

but eventually only useful for cases where the faces

didn’t feature variations that impact these points’ loca-

tions. The position and orientation are part of these

variation factors, and were accounted for with sophis-

ticated cancellation methods (see aside) whose us-

age traces back to [Bledsoe, 1964]. But other factors

as a drawing aid by artists. It performs an optical superimposition of the subject being viewed upon the surface where the artist is
drawing. This allows the artist to duplicate key points of the scene on the drawing surface, thus aiding in the accurate rendering of the
subject [Wikipedia::339562].
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which wouldn’t be canceled, referring to local shape variation, include:

• occlusions caused by hair style or significant facial hair changes (e.g. long/thick beards)

or accessories (e.g. glasses);

• weight gain/loss;

• facial expressions.

As the field of photography ma-

tured, some approaches for geomet-

rical analysis of photographies based

on feature points were developed, such

as photogrammetry, which consists

in determining the geometric proper-

ties of objects from photographic im-

ages. Such techniques, whose princi-

ples were used in some of these ap-

proaches, to normalize the different

faces for comparison, were eventually

expanded into computer implementa-

tions that embody the pose cancella-

tion method used in virtually all re-

cent 3D face recognition; namely, the

definition of the correspondence prob-

lem2, algorithms for bundle adjust-

ment3, and the generic specification

of the 3D pose estimation problem.

This meant that overall, however well-founded, this

strategy kept the recognition potential of these sys-

tems from reaching consistent reliability in non-

controlled environments. As such, they were quickly

outnumbered by the image-based methods, which

make use of a richer4 representation of faces, based

on the intensity of pixel values. This change of fo-

cus became especially evident after the groundbreak-

ing work by Turk and Pentland [1991]. The few rigid

points reliably detectable in images were enough to

perform normalization of position and rotation, while

the comparison itself was done in the much larger

(see chapter 2) space of image intensity values.

Despite achieving generally better results than the

previous distance/angle-based approach (Brunelli

and Poggio’s well-known comparison from 1993 re-

ported 90% recognition accuracy with geometric

methods and perfect performance with image-based

template matching), this general approach was not

without faults. Two main factors are at the root of its

weakness.

The first one is that faces are three-dimensional objects, while a 2D image of a face is merely

its projection into a lower dimensional space. Like the dimensionality reduction techniques
2The correspondence problem consists in to identifying which parts of an image correspond to which parts of another image, after the

camera has moved, time has elapsed, and/or the objects have moved around [Wikipedia::6498435].
3Given a set of images depicting a number of 3D points from different viewpoints, bundle adjustment can be defined as the problem of

simultaneously refining the 3D coordinates describing the scene geometry as well as the parameters of the relative motion and the optical
characteristics of the camera(s) employed to acquire the images [Wikipedia::13754920].

4For instance, visual appearance might also contain quite unique clues that can’t be represented by numeric parameters, unless a
classification system and methods for automatically detecting them are devised. These include scars and skin marks such as spots, naevi
(moles), etc.
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described in chapter 2, this is a “lossy” transformation, which means that recovery of the orig-

inal shape is only partially possible, as an approximation. The reason why the vast majority

of face photos are taken in a frontal pose is that such a projection is the one that minimizes

the distortions to the principal components of the face shape (assumed, for simplicity’s sake,

as the x and y axes), ignoring the least influential component (the z axis, which contains

depth variations); this an intuitive application of the PCA concept: minimizing the inevitable

loss information due to the projection.

Nevertheless, even though pose cancellation methods can be used by employing high-level

previous knowledge of face geometry (for instance, the assumed horizontality of the eye-

to-eye axis), with larger rotations more serious distortions, or even occlusions, might occur,

therefore yielding an incorrect normalized image for comparison. Some proposals to counter

this effect include the use of images for several poses, encoding techniques that minimize

illumination differences (see subsection 3.4.2) and exploiting the vertical symmetry of the

face to correct the half of the face that deviates more from the image plane. It should be noted

that the latter can to some degree counter out-of-plane rotation in the horizontal direction (i.e.

head turning) but not on the vertical (i.e. nodding). Another effect of this conversion is that

illumination direction might cause shadows in the face. Research on how to overcome this

problem has been carried with good results [Zhao and Chellappa, 2000; Belhumeur et al.,

1997; Georghiades et al., 2001], but edge cases are still problematic.

The second factor that influences image-based facial recognition is the set of parameters

that might change the appearance of the same person under different configurations (even

all above conditions being equal). Illumination intensity and color affect the appearance of

the skin, and so does skin tone variation (e.g. from tanning). These issues can be reduced to

some degree with intensity normalization and image grayscaling. But other modifiers, which

are harder to cancel, include:

• light facial hair (e.g. mustache, short beard)

• makeup

• aging

• disguises

These problems are actually more prevalent in image-based recognition techniques than in

geometric ones, since for the latter only the fiducial points’ location is used for comparison,

rather than the texture of the areas between them. Adding to this, the same weaknesses
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attributed the geometric methods described above (namely, the need to cancel local shape

variations) arise in image-based approaches from allowing flexible deformations to the tem-

plates. These apparent drawbacks are outweighed successfully by the reliance in the visual

representation of the face, which is richer in information, but as was seen above, the accu-

racy of such an approach has an intrinsic upper bound in uncontrolled environments.

Not only the computer’s weaknesses in using a 2D representation of faces were evident in

image-based approaches, but even human recognition revealed flaws derived from the near-

2D nature of human vision5. According to Gordon [1991], “it is unlikely that humans base

their representation or comparison of shape on the accurate perception of depth”. Bron-

stein et al. [2005] goes further, to suggest that even though simple texture mapping creates

natural-looking faces, the individuality of the subject concealed in the 3D geometry of his

face is completely lost. As a demonstration, they presented the result (see Figure 4.1) of

different textures mapped into a single 3D face shape, yielding 2D appearances that could,

according to them, deceive any 2D face recognition method.

Figure 4.1: Bronstein et al. [2005]’s demonstration of the importance of 3D shape which is concealed in
2D images. Through simple texture mapping, a given face shape (a), whose original texture is displayed
in (b), can be made to look like Osama bin Laden (c), or George W. Bush (d). Reprinted from [Bronstein
et al., 2005].

With these premises, and thanks to the recent technological developments such as the avail-

ability of specialized equipment and processing power to tackle 3D face data, face recogni-

tion systems using true 3D (depth) data started to emerge in the research landscape, using

5“the human visual system, [...] uses mainly the 2D information of the face to perform recognition.” Bronstein et al. [2005].
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the devices described in section 3.5. These techniques have now developed their own niche

in facial recognition research, and amount to a sizeable number, thus begetting their own

classification system. Gordon [1991] proposes that, just as the geometric vs. photomet-

ric classification of 2D facial recognition (see section 3.2) has proved useful for cataloging

the different 2D approaches presented through the years, one can also apply an analog of

this taxonomy to 3D recognition, in that analysis and matching of the full surface curvature

corresponds to the photometric approach, and the comparison of feature points, detectable

through the characteristic shape of the regions surrounding them, matches the geomet-

ric approach. He further states that, accordingly, the overlap currently observable in 2D

approaches would also translate to the 3D environment, in that to automatically align the

scanned surfaces for curvature comparison, some features would have to be detected and

combined with high-level knowledge of face anatomy.

Regarding the usage of rigid geometry, Gordon [1991] states:

“One obvious shortcoming of [comparing aligned 3D range data] is that it doesn’t

allow for elastic changes in the surface such as varying facial expression. To

reduce these effects we can define regions of the face over which comparisons

are most meaningful. For instance the mouth and chin region are most highly

affected by expression change, so we may not wish to consider differences in

those regions.”

However, it wasn’t until Chua et al. [2000] that such an approach was reported. They explain

their reasoning as follows: “While the face-shape of the same person may change, some-

times greatly, due to different facial expressions, there will still be regions, such as nose, eye

socket region and forehead, which will keep their shape and position or be subjected to much

less deformation between any different expression. If these regions can be identified, the 3D

non-rigid face recognition problem can be reduced to the rigid case. Based on this obser-

vation, our approach is to extract the rigid parts of the face and utilize them to realize the

task of recognition”. Interestingly enough, they define the rigid parts as those one standard

deviation from the mean location of the data points on the models, and compute the resulting

regions based on this specification. This adaptive threshold is flexible and automated, as it

doesn’t need domain-specific previous knowledge, but might be fooled if most or all entries

for a face happen to be in a neutral expression.

By using 3D scanners, these approaches can thus obtain a sufficient number of rigid points

and surfaces (for example, in the forehead and eyebrow areas, which are not reliably de-
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tectable using image-based methods, due to lack of distinctive intensity variation patterns,

and the great flexibility that eyebrows display, respectively), which can then be used for

recognition under the principles outlined in the beginning of this chapter. Overall, the excel-

lent results obtained by recent works [Chua et al., 2000; Bronstein et al., 2004; Lee et al.,

2005] indicate that indeed face recognition can be performed reliably through geometric

measurement of rigid facial features even in the presence of large local shape variations,

differing poses, and appearance-changing parameters such as illumination changes, skin

color, makeup, etc. As such, the original conjecture of this thesis is validated.

The case for a hybrid approach

Despite the recent successes, 3D methods do have some disadvantages. Citing Bronstein

et al. [2005]: “while in 2D face recognition a conventional camera is used, 3D face recogni-

tion requires a more sophisticated sensor [...]. This is one of the main disadvantages of 3D

methods compared to 2D ones. Particularly, it prohibits the use of legacy photo databases,

like those maintained by police and special agencies”. In fact, backwards compatibility is hin-

dered not only with existing data, but also with existing equipment: most environments where

application of face recognition technology is a recognized need (surveillance, video confer-

encing, etc.) are widely equipped with 2D cameras, while 3D scanners, though gradually

becoming more available, are still quite rare.

The high computational cost of these algorithms is also a problem [Xu et al., 2004], namely

for real-time recognition in video streams, or for implementations in embedded devices with

limited resources, such as “intelligent” door locks. Brunelli and Poggio [1993] mention the

potential higher recognition speed of geometric methods compared to image-based ap-

proaches (because comparisons can be made over numerical coordinates or parameter

values, rather than over the pixels of the images, either raw or compressed with dimen-

sionality reduction techniques) and smaller memory requirements (in their experiment, they

stored information at one byte per feature, requiring only 35 bytes per person). As stated

in Gordon’s classification, described above, 3D recognition can be performed using specific

key points of the rigid areas of the face, rather than their whole surfaces [Zhou et al., 2004;

Bronstein et al., 2005]. This alleviates the second problem, but not the first.

The approach presented on this work aims to cover a middle ground between the 2D and

3D methods.
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As mentioned above, techniques for reducing the influence of most parameters that cause

variation in 2D images have been presented throughout the years, with varied degrees of

success, but arguably approaching the theoretical maximum that a lesser-dimensional (2D)

representation of faces can achieve. These techniques attempt to cancel intra-class variation

while preserving inter-class variation; for example, removing the effects of different illumina-

tion directions (such as shadows) but allowing the natural shading of the face to be preserved

(e.g., the fact that the eyes and mouth are darker areas than the surrounding skin).

Of course, shape alone is insufficient

for face recognition. Gordon [1991]

states: “Even if we could extract re-

liably and accurately the position and

descriptions of the standard facial fea-

tures (eyes, nose, mouth, outline of

face area), there is good deal of ev-

idence in the psychology literature to

suggest that this is not sufficient for hu-

mans to perform individuation among

many faces”. Since reconstruction of

3D shape from 2D input is only ap-

proximate, humans’ neural centers for

facial recognition had to rely on ex-

tra clues, namely the texture. Com-

puters followed the same path, as de-

scribed above. But there’s no rea-

son to discard the extra layer of in-

formation that the 3D shape approx-

imation can provide us with, and in-

tuition suggests that the human mech-

anisms for face recognition do in-

deed make use of this extra knowledge.

However, despite the long history, described above,

of investigations on the contribution of rigid face ge-

ometry for face recognition confirming its importance,

very few 2D methods have tackled the problem of

preserving the rigid facial shape during shape de-

formation removal; that is, separating intrinsic rigid

proportions from flexible deformations caused by fa-

cial expressions, and from the projective deforma-

tions caused by pose variation. In other words, pose

and expression should be canceled while preserving

the general shape of the face. Instead, current litera-

ture describes usage of shape-free patches [Cootes

et al., 2001, Dornaika and Davoine, 2004, and others]

which normalize the faces to cancel all shape defor-

mations, thus ignoring the rigid shape information.

Some research projects [Lanitis et al., 1995; Bel-

humeur et al., 1997; Edwards et al., 1998] experi-

mented with separating the variation modes obtained

from the dimensionality reduction process, attempt-

ing to set apart those that affect intra-class variation

(i.e., within instances of the same face) from those

that influence inter-class variation (i.e., between in-

stances of different faces). This is illustrated in Fig-

ure 4.2. However, since the dimensionality reduction

is automatic and thus agnostic from high-level knowledge about facial anatomy, and due to

the strong nonlinear coupling between pose, face shape and expression [Bascle and Blake,
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1998], these modes likely won’t optimally separate these different phenomena [Cootes and

Taylor, 2004, Figure 4.8].

Figure 4.2: The effect of changing parameters that affect mostly inter-class variation (top) and intra-class
variation (bottom). Reprinted from [Edwards et al., 1998]

A few attempts were made to explicitly separate pose from expression [Bascle and Blake,

1998; Wang and James Lien, 2009]. However, they were aimed at achieving expression

identification, rather than face recognition, and could thus to some degree ignore the cou-

pling between the local shape deformations caused by face proportions and those caused

by expressions.

The most straightforward way to achieve separation between pose, shape and expression,

is to use a standardized, parameterizable 3D model developed using high-level anatomical

knowledge about the face. Such a model will solve the vulnerabilities of deformable models

[Zhao and Chellappa, 2000, Blanz and Vetter, 2003, and others] whose parameters are de-

fined and limited statistically from existing data, in that it would allow more variation than that

present on the database (by theoretically allowing all possible shape deformations of face

geometry), and simultaneously reduce the need for allowing large variations in its parame-

ters (which are otherwise needed to account for combinations of the three factors of shape

deformation).

The obvious choice for such a model is the Candide face [Ahlberg, 2001]. Refer to Fig-

ure 4.3 for an illustration. It was developed specifically as a research tool – a parametrized

model based on the concept of Action Units (AU), which were first described by Hjortsjö

[1969] and later extended by Ekman and Friesen [1977] as the Facial Action Coding System

(FACS). Since these AUs are mostly intended as descriptors for facial movements as com-

ponents of facial expressions, the Candide model adds Shape Units (SU), which allow the

description of the rigid shape of the face, and therefore the aforementioned separation. Ter-

zopoulos and Waters [1993] report the use of another model (Figure 4.4), which was able to
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accurately reproduce face expressions through simulating anatomically-correct movements

of the underlying facial muscles. But this fidelity meant the model was quite complex, and

since their focus was facial expression capture and face synthesis for animation, they didn’t

implement parameters for control of rigid geometry, which rendered it inappropriate for this

project. Moreover, the relative simplicity of Candide model granted it the status of a de

facto standard. The 3rd revision to the model aimed to make it compatible with the MPEG-

4 standard [MPEG-4–Part 2], specifically the chapter on Face and Body Animation. ISO

and IEC, the international standardization bodies which have been responsible for the initial

version of the MPEG-4 standard, have also recently presented another standard aimed at

biometric data interchange formats [ISO/IEC 19794-5:2005], with a specific section describ-

ing a three-dimensional face image data interchange format [ISO/IEC 19794-5:2005/Amd

2:2009]. Candide, or whatever model succeeds it, will likely conform to this standard as well.

Figure 4.3: The Candide model, version 3.
Source: www.icg.isy.liu.se/candide/

Figure 4.4: Terzopoulos and Waters’s anatom-
ical face model. Reprinted from [Terzopoulos
and Waters, 1993].

Some research using the Candide model has surfaced recently [Dornaika and Davoine,

2004; Chen and Davoine, 2006; Lefèvre and Odobez, 2009], but most have focused on

face tracking, rather than face recognition. Specifically, none has aimed for shape preserva-

tion. The current work focused on that front, and the next chapter will describe the specific

implementation for validating this theoretical proposal.
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Chapter 5

Implementation

The process implemented in this project allows new images to be routed through a fully au-

tomated pipeline that detects key points in the image, finds the best 3D face configuration

that matches those points, and returns a normalized image, with pose and expression can-

celled, but –and this is the key difference from other normalization methods– keeping rigid

face shape intact. This normalized image can then be used in a typical 2D face recognition

system.

Specifically, the workflow consists of roughly three steps, all automatic:

1. Warping of a neutral 2D point-based model to fit a face image (section 5.1). This step,

though automatic, requires a previous training phase.

2. Adjustment of a neutral 3D model to the warped 2D model (section 5.2). The 3D model

can be manipulated in pose (translation and rotation), facial expressions, and shape

(face proportions), so that its projection best matches the 2D model. The matching is

completed by automatic texture mapping of the face image into the 3D model.

3. Neutralization of the 3D model’s pose and expression parameters, to yield normalized

images, which can then be used as input to a standard image-based face recognition

system (section 5.3).

Below, each part of the processing flow is explained in detail.
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5.1 Fitting the 2D model

The first step is to automatically process an image to detect the location of feature points

required by a standard 2D model. By adjusting the coordinates of the model’s points to the

features’ locations in the image, the model is thus fitted to the face.

To achieve automation on this step, a previous training stage is needed. For this effect, a

small set of face photos is manually marked in the key points that define the 2D mesh. Then,

a statistical model is constructed from the combined appearance of the areas around these

points in the images. With this model, new, unmarked images can then have the 2D mesh

automatically placed on them by searching for areas in the image that match the appearance

of each model point. This is implemented through the AAM and ASM methods, described in

subsection 3.4.5.

In order to have means to effect this training process, an application was built to manage

face image databases. These consist merely in system folders with image files, each with

corresponding metadata files. Specifically, a C++/Qt application was created to load, display

and navigate an image collection. For the landmark tagging, support for two 2D meshes

commonly used in AAM and ASM frameworks (a 68-point model, and a 58-point model,

respectively) was implemented. Using Qt graphics and event manipulation routines, the

model is displayed as an overlay to the current image, with circles on each landmark which

can be dragged to the correct positions. Lines are drawn connecting the points in a way that

resembles the facial shape contours (face outline, nose, mouth, eyes), in order to ease the

model manipulation.

The model can also be transformed globally, with rotation, scale and translation commands

implemented with modifier keys (Ctrl, Alt) that alter the effects of dragging with the mouse.

Moreover, common image manipulation controls were implemented, such as zooming, auto-

matic fitting into the visualization area, and moving it if it exceeds the display region. All these

controls allow the accurate tagging of a wide range of images, regardless of size and orien-

tation of the heads. For illustration purposes, Figure 5.1 shows the application developed,

with the navigation and statistical model a 2D mesh already adjusted to a face photo.

With some images tagged, a statistical model can be built using either the AAM or the ASM

approach. Our experiments reveal that AAM works well for databases where the appearance

of the images is roughly similar (such as the surveillance images of the SCFace database
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Figure 5.1: A screenshot of the application developed for this project, displaying the tab where visualiza-
tion and manipulation of the 2D model is carried, as well as the loading, saving and generation of the
statistical models. A “magic wand” button allows the loaded (or generated) statistical model to be used
to automatically fit the model to a new image.

[Grgic et al., 2009]), but when images vary more widely, the ASM tends to perform better,

since it is less dependent on the appearance of the whole face, using instead only the areas

around the landmarks. This was the case with the Cohn-Kanade image database [Kanade

et al., 2000] and its extended version [Lucey et al., 2010] which we used for the experiments

described in chapter 6.

After building the statistical model with a subset of the database, we can use the model to au-

tomatically fit the landmarks to the remaining images in the training database, considerably

speeding up the training process. The manual manipulation commands allow adjustments

to be performed whenever necessary, but the automatic results are often close enough to

require few to no manual tweaking. For this automated process, AAMlibrary and ASMlibrary,

both by [Wei, 2009], were used.

With a training database of only a few dozen images tagged, the statistical model can be re-

generated to provide a refined template which can then be used for the automatic recognition

process with new images.
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5.2 Fitting the 3D model

With the 2D mesh adjusted to the image, the 3D model (the Candide model, version 3.1.6)

can now be configured to fit the photo. Rather than having the 3D mesh matched directly

to the photo, it is adjusted to the 2D model instead, through different configurations of pose,

shape and expression, until the best adjustment is found. This provides a very fast opti-

mization process, since the error estimation for each configuration of the 3D model consists

essentially in a projection of the 3D coordinates into 2D space, and a simple Euclidean dis-

tance calculation between the projected coordinates of the 3D model and those of the 2D

model.

Before the implementation of this stage as an automatic process, an interface for visual-

ization of the 3D model was built, using the OpenGL bindings of Qt. Controls for manual

adjustment were implemented, to allow manipulating the model in pose (rotation and trans-

lation), shape and expression. These can be seen in Figure 5.2.

Figure 5.2: A screenshot of the application developed for this project, displaying the tab where visualiza-
tion and manipulation of the Candide model were implemented.

The visualization and manual configuration controls were provided as an interface to the

procedures that implement the adjustment of the 3D Candide model according to its various

parameters. The rotation and translation parameters are naturally implemented as 3D trans-

formations to the 3D face object. The shape (SU) and expression (AU) parameters, on the

other hand, are defined in the Candide model as sets of displacement vectors: each unit is
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specified as a set of vertices and the corresponding translation vectors, and the combined

motion of all vertices in the set produces the desired effect of the shape or action unit. The

values applied to these vectors serve as modulators for the amount of change they effect.

The sliders therefore control this adjustment value, with the neutral position, 0, representing

no displacement from the neutral face.

Of course, the primary purpose of these adjustment routines was not manual adjustment,

but instead to allow the automatic optimization algorithm to progressively tune and fit the

3D model to the 2D model previously applied to the face image1. Given the optimization

strategy outlined at the start of this section, another pre-requisite needed to be fulfilled: a

direct mapping of the points of the 3D and the 2D models had to be provided. Naturally,

the vertices of the Candide 3 model don’t match perfectly the points of the 2D model used

for AAM/ASM. However, there’s a rough correspondence that can be used to generate a

comprehensive enough mapping. Figure 5.3 illustrates the correspondence mapping used,

and Appendix A presents the complete index of 2D-3D vertex pairs.

Figure 5.3: The correspondence between points of the 2D model and vertices of the Candide model. The
numbers on the left refer to the vertices in the Candide model. Red points do not exist in the Candide
model. Points with yellow labels have a direct correspondence with a Candide vertex. Points with green
labels correspond to two vertices in the Candide model, whose coordinates are merged together for the
comparison.

1The manual controls are nevertheless useful in debugging, evaluating the effectiveness of the automatic adjustment (e.g., determining
whether a better configuration can be manually obtained) and may even be used for other applications, such as synthesis of new poses or
expressions to increase variation in the training database, or animation of a face extracted from a single photograph.
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With this set of common points, we build a reduced copy of both the Candide and the 2D

models, consisting of only their common vertices. These models are used for the comparison

and adjustment process; the complete Candide model can be then configured with the same

parameters as the reduced one, after the optimization is completed.

For the initial pose estimation, the POSIT algorithm [DeMenthon and Davis, 1995] was used,

since it provides a very fast initial guess assuming the Candide model as a rigid object.

POSIT estimates the rotation and translation parameters so that the error between the 2D

projection of the 3D vertices and the actual 2D coordinates of the 2D model points is min-

imized. The reduced Candide model, despite being a subset of the full model, is compre-

hensive enough to provide a near-perfect approximation for the pose fitting. We used the

OpenCV implementation of the algorithm.

This initial configuration is then used as the input for a more sophisticated optimization rou-

tine; in this case, the well-known Levenberg-Marquardt algorithm [Levenberg, 1944]. Here,

we allow variation of the shape and expression parameters of the Candide model, as well

as further adjustment of the rotation and translation vectors, to account for changes in facial

shape (both rigid and flexible) that may allow closer matching to the 2D coordinates with

an adjusted pose. We only employed a subset of the SUs and AUs for manipulation and

optimization, since the strong coupling between some pairs (e.g., the “mouth width” SU and

the “lip stretcher” AU) made the optimization last longer and yield less accurate results.

The implementation of the Levenberg-Marquardt algorithm that we used is modular, in that

it receives a list of parameters for optimization, and a callback error function which it invokes

repeatedly passing different values for the parameters. The return value of this error function

is then used by the algorithm to tune the parameters while it searches for the minimum

error configuration. The parameters used are the subset of AUs and SUs we selected (as

described in the above paragraph), along with the translation and rotation vectors.

Some adjustments were made to the parameters to ensure their validity in this context:

• The AU and SU vectors produce realistic results in the -1 to +1 range. In the manual

manipulation mode, these limits were implemented in the interface sliders, which can

be seen in Figure 5.2. However, the Levenberg-Marquardt implementation we used

does not provide a direct way to limit the values of the parameters of the function to

optimize. To obtain values which produce valid configurations of the Candide model,

we modulate the unbounded values, returned by the Levenberg-Marquardt algorithm
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for these parameters, with a sigmoid function –the hyperbolic tangent– thus ensuring

that they get a smooth, continuous mapping into the ]-1,1[ interval.

• The rotation returned by POSIT is provided in matrix format, and therefore contains in-

terdependent components, which cannot be freely manipulated by a blind algorithm like

Levenberg-Marquardt (which treats them as independent parameters) without compro-

mising the integrity of the result as a valid rotation descriptor. Because of this, the ma-

trix is converted to the compact rotation vector format2, so that each component can

safely be modified in an independent manner. This also has the advantage of reducing

the number of parameters for optimization, speeding up the process: instead of the 9

components of the rotation matrix, we have only 3 elements of the rotation vector.

After applying the global transformations (rotation and translation) and the local deforma-

tions (AU and SU vectors) to the reduced Candide model, we project the 3D coordinates of

its vertices to 2D space. The error function then returns the combined difference (that is, the

sum of the Euclidean distances) between the projections of the 3D points and their corre-

sponding points from the 2D model (this is the same approach used by the POSIT function).

By repeatedly testing parameter configurations and manipulating them to minimize this er-

ror, the Levenberg-Marquardt algorithm eventually reaches the best configuration of the 3D

Candide face for the 2D image, thus estimating pose, shape and expression.

When this process is complete, we have the configuration of Candide that makes it most

closely fit the image. We can then use the projection of the 3D points into the 2D image

space, to locate the patches of the image that correspond to each triangle in the Candide

model. This allows automatic texturization of the 3D model, completing the generation of a

full-3D representation of the face originally presented to the system as a 2D image.

2A rotation vector is a compact representation for a rotation that stems from Euler’s rotation theorem, which implies that any rotation
or sequence of rotations of a rigid body in a three-dimensional space is equivalent to a pure rotation about a single fixed axis. As such, a
non-normalized (i.e, non-unit-sized) vector provides the direction of the angle of rotation, and its length (magnitude) describes the angle of
rotation.
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5.3 Normalized face recognition

After obtaining the 3D model of the face, we can then manipulate it into novel configurations.

At this point, several applications are possible, including facial recognition, face animation,

or expression recognition. Our focus, however, lies in pose and expression cancellation with

shape preservation, so we are specifically interested in removing rotation, translation and

facial expressions of the face. For this, the parameters that control these variations are set

to the neutral value, while the remaining ones (SUs, mostly) remain untouched. It should

however be noted that, in our implementation, some of Candide’s shape units were treated

as expressions and cancelled as well, since they represent variations in regions of the face

that are particularly flexible, such as the mouth and the eyebrows.

After performing this normalization step, further processing is needed for getting the images

into a usable state for image-based comparison. Namely, grayscaling is performed for can-

celing dependence on chromatic and temperature components of the illumination, or skin

color variation. Also, histogram equalization guarantees that the range and distribution of

intensities is roughly the same on each image.

The result of this pipeline are normalized face images on which elastic shape deformations

have been removed, but rigid deviations from the average face are preserved. This format is

suitable for usage in the typical 2D face recognition systems using image-based comparison.

For this work, we used the ubiquitous eigenfaces method as the testing algorithm, since it’s

one of the most well-known and studied techniques, has several implementations available,

and embodies the basic principles behind many other related recognition techniques. The

results of this test are presented on the next chapter.
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Chapter 6

Results

The normalization procedure described in the previous chapter was implemented in a way

that, save the training phase, enables fully automatic processing, the whole process running

in a few seconds per image. The automatic 2D fitting takes less than a second, the pose

estimation even less, and the 3D adjustment was tuned (through selective usage of rele-

vant parameters and discarding unhelpful ones) to last around 3 seconds. Given that these

measures refer to a basic, unoptimized implementation, and considering the good results

obtained by similar approaches [Dornaika and Davoine, 2004; Lefèvre and Odobez, 2009],

it is safe to assume that the full adjustment process could be brought to a performance

compatible with real-time video processing.

For evaluation of the impact of this novel normalization routine, a brief test was executed

using the Cohn-Kanade face databases, version 1 [Kanade et al., 2000] and 2 [Lucey et al.,

2010]. After building a database with five subjects, 23 new images of the enrolled individuals

were tested with the procedure described in the previous chapter. Both the training images

and the new images used for validation contained variation in pose, expression, illumination,

color, image size and face location. Photographs with both plain and cluttered backgrounds

were used. Figure 6.1 provides a sample of the images used for training and testing.

The training process used one image of each subject. Manual tagging of a subset of the

images was performed, and the remaining were tagged semi-automatically with a transitory

statistical model, with manual adjustments whenever needed. A definitive statistical model

was generated afterwards.
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Figure 6.1: Sample of the unprocessed images used in the experiments. c© Jeffrey F. Cohn

The 23 test images (amounting to an average of 4.6 images for each subject) were then

processed in a totally automated manner, by fitting the 2D model to the images using the

model devised in the training phase, and fitting the 3D model to the 2D points with the

optimization algorithms described in section 5.2. Two different recognition experiments were

carried, to provide a basis for comparison, using a standard implementation of an image-

based recognition system – namely, an eigenface-based application [Hewitt, 2007].

In the first experiment, the images were preprocessed with grayscaling and histogram equal-

ization, and only the face was extracted from the images, with size and location (that is, scale

and translation) normalized. No compensation for rotation was attempted. This is consistent

with the practice of training the classifier with different head orientations to provide robust-

ness to pose variation, due to the inability to reliably estimate and cancel pose in a pure 2D

approach. More importantly, facial expression wasn’t taken into account, and its effects were

transferred into the eigenfaces. The same preprocessing was applied to the testing images.

A sample of the images after this processing is presented in Figure 6.2.

In this experiment, we achieved an eigenfaces recognition accuracy in 17 out of 23 test

images, resulting in a 74% recognition ratio. While this is below the current reported ratios

for similar approaches, we must stress that not only the database used was rather small,

thus making this experiment more of a proof of concept than a sound statistical assessment,

but also that it contained variations in many attributes that commonly hinder 2D recognition

approaches, as mentioned in the beginning of this chapter.

The second experiment was carried in the same manner, but this time using our inferred

high-level 3D knowledge of the faces to also cancel pose and expression, while retaining the
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Figure 6.2: Sample of the preprocessed images, without pose cancellation or expression normalization.

rigid proportions of the faces, such as eye separation distance or the nose vertical position.

The result of this process is presented in Figure 6.3.

Figure 6.3: Sample of the preprocessed images, with pose cancellation and expression normalization.

By training the eigenface classifier with images treated this way, and also presenting testing

images similarly preprocessed, we achieved a recognition rate of 23 out of 23 images – that

is, perfect recognition. While we again must stress the small size of the database and the

nominal nature of these results, it is clear that applying this further normalization step

–that is, canceling rotation in 3D and removing facial expressions, while preserving

the rigid shape of the face– does indeed enhance 2D recognition, thus validating the

proposal made in section 4.
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Chapter 7

Conclusion

The initial hypothesis put forth at the beginning of this project was that after achieving an es-

timation of pose, expression and facial shape of a face (for instance, by obtaining a good fit

of the anatomically correct Candide model by tweaking the corresponding parameters), pre-

serving the latter would yield measurements that should remain stable across different im-

ages of the same person, thus providing dense statistical distributions, and therefore models

capable of distinguishing different people through their characteristic facial proportions.

However, as the implementation grew closer to the fitting objective devised theoretically, it

became clear that many non-rigid facial motions do change the location of image-based fidu-

cial points used to infer the bone structure of the face, thus severely reducing the accuracy of

the statistical model built from the training images. [Bronstein et al., 2005] acknowledge this

problem by stating: “It appears (...) that very few reliable fiducial points can be extracted from

a 2D facial image in the presence of pose, illumination, and facial expression variability. As

the result, feature-based algorithms are forced to use a limited set of points, which provide

low discrimination ability between faces.”

On the other hand, a review of research trends and state-of-the-art techniques for face recog-

nition, as performed in chapter 3, and explored in further detail concerning geometry-based

methods in chapter 4, reveals that the usage of such rigid measurements is not only a sound

theoretical proposal, but also validated empirically, specifically with the usage of 3D data

input systems. These are not entirely ready for widespread adoption, however, due to sev-

eral factors, including the cost, increased processing power required, and them being more

invasive than visible-spectrum image-based acquisition.
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There are ways to achieve reliable measurements using relatively non-invasive sensors, such

as backscatter X-ray, Terahertz radiation (T-rays) or Millimeter wave scanners, all of which are

already deployed and currently in use in many security or medical applications. Approaches

based on these technologies would work through the detection of fiducial keypoints directly

from data representing the bone structure itself, rather than indirectly from salient features

of the skin layer covering the structure. Kakadiaris et al. [2002] provides a good introduc-

tion to this kind of approach. Still, the same problems present in the 3D methods plague

this approach: lack of available equipment, and especially, inability to provide backwards

compatibility with legacy data and capturing devices (that is, cameras).

Aiming to a workable and achievable middle-ground solution, we presented a hybrid 2D+3D

approach that, while only providing an approximation of the true rigid proportions of the

face (as opposed to flexible deformations caused by expressions), and therefore not being

self-sufficient for recognition, carries sufficient value to significantly affect the performance

of 2D face recognition methods. This premise is validated by preliminary experiments that

produced 100% recognition rate in a database with variations in pose and expression, while

a standard 2D approach only reached 74% in the same image database.

When taking into account that the best approaches have used a hybrid model of integrating

several techniques, it is quite reasonable to assume that accuracy would be enhanced by

integrating these measures into facial recognition systems. Brunelli and Poggio [1993], while

extolling the advantages of image-based approaches over the feature-based ones, added

that “it is indeed possible that successful object recognition architectures need to combine

aspects of feature-based approaches with template matching techniques.”

Indeed, recent research [Pato and Millett, 2010] suggests that despite popular belief, bio-

metric systems are inherently fallible, going as far to state that “[N]o biometric characteristic,

including DNA, is known to be capable of reliably correct individualization over the size of

the world’s population”, pointing that at the scale often devised for biometric systems, even

a small number of false positives or false negatives will cause difficult problems: “[F]alse

alarms may consume large amounts of resources in situations where very few impostors

exist in the system’s target population.”

These two factors reinforce the value of this approach, suggesting that this extra layer might

not only enhance recognition accuracy, as was demonstrated above, but also prove to be a

valuable aid in disambiguating hard cases of false positives (twins, look-alikes...) and false

negatives (disguise, facial hair, aging, etc.).
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In conclusion, having tested the effect of canceling facial expressions, while preserving rigid

proportions, for facial recognition systems, we determined that this technique does indeed

enrich the recognition data. This assumption has been overlooked in recent research and

thus we propose that making use of it would further the state of the art algorithms for face

recognition.

For future development, we propose further testing of this hypothesis, to establish its statisti-

cal significance, as well as work in optimizing the workflow. For example, real-time Candide

fitting was achieved in a tracking context [Dornaika and Davoine, 2004; Lefèvre and Odobez,

2009]. The changes we effected to the Candide-3 model also suggest a revision of its shape

and action units to further reduce interdependency between the parameters.

An interesting conjecture to investigate is the extent to which the fact that human faces are

non-symmetrical influences recognition performance. Specifically, this asymmetry is mostly

ignored by the Candide model, whose shape parameters generally affect both halves of the

face equally. If not for recognition, possibly the accuracy of the fitting could be improved by

taking this variation into account.

Finally, due to the lack of rigid points detectable in 2D images, we propose that besides the

eye and nose key points, ears could also be used as rigid parts of the face, since they are

quite invariable both in shape/length/protrusion and position. A 3D model becomes almost

unavoidable in this case, since the common simplification of rough coplanarity between the

face features cannot be applied when the ears are considered. Lefèvre and Odobez [2009]

did extend the Candide to include the side of the head, achieving good results with wide pose

variation. This and other such approaches demonstrate the feasibility of this procedure.

We have presented a case for closer inspection of the geometric approach to face recog-

nition, and specifically presented a novel approach which we hope will help further interest

and research development in this area in the near future.
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Appendix A

Correspondence between the 3D and 2D

models

Below we present the complete index of the correspondence between the vertices of the

Candide 3D model, and the nodes of the 68-point 2D model. This correspondence was used

to produce the “unified” models: reduced versions of the 3D and 2D models, which can be

compared directly to each other during the optimization (3D model fitting, see section 5.2).

Afterwards, the parameters of the reduced Candide model can be passed to the full version,

for the normalization step to proceed with greater detail.

Some points in the Candide model that don’t have direct correspondence to a 2D point are

represented by a set of values in the table; the average location of these vertices is used, as

they provide a good approximation to the corresponding 2D points.

The vertex labels are largely based on Candide3 vertex names; those that were altered are

displayed in italics.

The first row of the table corresponds to the virtual center point, which doesn’t exist in either

model, but is necessary for running POSIT. Due to the nature of Candide coordinates, this

point is the origin of the coordinate space (0,0,0). For the AAM model, four real points were

used to calculate its estimated location.
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Table A.1: Full Candide-AAM_68 correspondence

Candide # AAM_68 # Unified # Name

N/A 29+34+38+44 0 Center of the model

62 0 1 Upper contact point between right ear and face

61 2 2 Lower contact point between right ear and face

63 4 3 Right corner of jaw bone

65 6 4 Chin right corner

10 7 5 Bottom of the chin

32 8 6 Chin left corner

30 10 7 Left corner of jaw bone

28 12 8 Lower contact point between left ear and face

29 14 9 Upper contact point between left ear and face

15 15 10 Outer corner of left eyebrow

16 16 11 Top center point of left eyebrow

17 18 12 Inner corner of left eyebrow

18 20 13 Bottom center point of left eyebrow

48 21 14 Outer corner of right eyebrow

49 22 15 Top center point of right eyebrow

50 24 16 Inner corner of right eyebrow

51 26 17 Bottom center point of right eyebrow

53 27 18 Outer corner of right eye

52+54 28 19 Top center point of left eye

56 29 20 Inner corner of right eye

55+57 30 21 Bottom center point of right eye

69+70+73+74 31 22 Right pupil

20 32 23 Outer corner of left eye

19+21 33 24 Top center point of left eye

23 34 25 Inner corner of left eye

22+24 35 26 Bottom center point of left eye

67+68+71+72 36 27 Left pupil

78 37 28 Right edge of nose bridge

58 38 29 Right nose crease

59 39 30 Right nostril outer border

68



Candide # AAM_68 # Unified # Name

112 40 31 Bottom right edge of nose

6 41 32 Bottom middle point of nose

111 42 33 Bottom left edge of nose

26 43 34 Left nostril outer border

25 44 35 Left nose crease

77 45 36 Left edge of nose bridge

76 46 37 Right side of nose tip

75 47 38 Left side of nose tip

64+89 48 39 Right mouth corner

80 49 40 Middle point of right outer edge of upper lip

66 50 41 Uppermost point of right outer edge of upper lip

7 51 42 Center point of outer edge of upper lip

33 52 43 Uppermost point of left outer edge of upper lip

79 53 44 Middle point of left outer edge of upper lip

31+88 54 45 Left mouth corner

85 55+56 46 Middle point of left outer edge of lower lip

8 57 47 Center point of outer edge of lower lip

86 58+59 48 Middle point of right outer edge of lower lip

84 60 49 Middle point of right inner edge of lower lip

40 61 50 Center point of inner edge of lower lip

83 62 51 Middle point of left inner edge of lower lip

81 63 52 Middle point of left inner edge of upper lip

87 64 53 Center point of inner edge of upper lip

82 65 54 Middle point of right inner edge of upper lip

5 67 55 Nose tip
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